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Big data analytics frameworks like Apache Spark and Flink enable users to implement queries over large,
distributed databases using functional APIs. In recent years, these APIs have grown in popularity because their
functional interfaces abstract away much of the minutiae of distributed programming required by traditional
query languages like SQL. However, the convenience of these APIs comes at a cost because functional queries
are often less efficient than their SQL counterparts. Motivated by this observation, we present a new technique
for automatically transpiling functional queries to SQL. While our approach is based on the standard paradigm
of counterexample-guided inductive synthesis, it uses a novel column-wise decomposition technique to split
the synthesis task into smaller subquery synthesis problems. We have implemented this approach as a new
tool called RDD2SQL for translating Spark RDD queries to SQL and empirically evaluate the effectiveness of
RDD2SQL on a set of real-world RDD queries. Our results show that (1) most RDD queries can be translated
to SQL, (2) our tool is very effective at automating this translation, and (3) performing this translation offers
significant performance benefits.
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1 INTRODUCTION

Big data analytics frameworks like Spark [Zaharia et al. 2010] and Flink [Carbone et al. 2015] have
become increasingly popular for expressing queries over large amounts of data. These frameworks
provide functional-style programming interfaces incorporating both higher-order APIs (e.g., map
and filter) as well as first-order user-defined functions (UDFs). This style of programming is
appealing because the higher-order components enable concise expression of computations over
large amounts of data, while the first-order UDFs allow writing parts of the query in a familiar
general-purpose programming language like Scala.

However, queries written in such functional APIs often turn out to be less performant than
their pure SQL counterparts [Armbrust et al. 2015; Begoli et al. 2018], making it desirable to
automatically transpile them to SQL. In fact, recognizing a similar problem for imperative query
APIs, a number of automated translators have been proposed for generating SQL code from an
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imperative implementation [Cheung et al. 2013; Emani et al. 2017; Noor and Fegaras 2020]. However,
these approaches are ill-equipped to tackle the functional API translation problem because (1) they
rely on intermediate representations specific to imperative APIs (e.g., Java ORM programs and
array loops), and (2) they often rely on hand-crafted syntactic translation rules which limit their
scope to a small set of stylized coding patterns.

Recently, Zhang et al. proposed a technique dubbed CLIS for automatically translating UDFs
embedded in SQL queries to pure SQL expressions using a lazy inductive synthesis approach [Zhang
et al. 2021]. Unlike the imperative translators mentioned before, CLIS does not rely on specific
intermediate representations or hand-crafted syntactic translation rules, so it can, in principle,
translate any UDF to SQL. However, CLIS only solves half of the problem: while CLIS is powerful for
translating embedded UDFs to SQL expressions, it effectively degrades to brute-force search when
translating entire functional queries with higher-order operators like map and filter. Because such
higher order combinators are ubiquitious in functional APIs like Spark and Flint, CLIS is unable to
handle most query transpilation tasks of interest in this paper (as demonstrated in Section 7.6).

To address this limitation, we propose a new technique for automatically translating functional
big data queries (including higher-order operators) to semantically equivalent SQL versions. At a
high level, our solution, like CLIS, is based on inductive program synthesis, so it can be applied
to a wide class of programs without requiring hand-crafted translation rules to handle specific
coding patterns. However, an obvious potential down-side of such a synthesis-based approach is
scalability: Because all inductive synthesizers are based on some form of search, they tend to scale
much more poorly compared to rule-based translation techniques. Furthermore, because we intend
to solve a strictly harder synthesis problem than the one considered by CLIS, techniques from that
paper are not sufficient for solving the full functional translation problem (as we explore in detail
in Section 7.6).

The technique we propose in this paper aims to achieve the best of both worlds in terms of
generality and scalability by combining inductive synthesis with a novel query decomposition
technique. Unlike existing compositional program synthesis techniques [Alur et al. 2015, 2017;
Guria et al. 2021; Smith and Albarghouthi 2016], our approach leverages a key insight from the
database query domain: A query that produces a table with N columns can be decomposed into N
different queries each of which produces one column of the output table. Our technique, which we
call column-wise decomposition, leverages this insight by decomposing the full synthesis problem
into several smaller synthesis problems (one for each column of the output) and efficiently merges
the results into the desired SQL query. Because our decomposition strategy results in simpler
synthesis problems compared to the original one, the proposed solution helps alleviate many of the
scalability problems that are typically associated with inductive synthesis.

The key challenge in realizing this approach is that merging arbitrary queries is impractical, as
composing them is often just as hard as synthesizing the full query. To overcome this challenge,
we restrict each of the smaller queries to be instances of a shared query sketch that is amenable
to efficient merging. In particular, our algorithm automatically generates suitable query sketches
and uses them to decompose the top-level synthesis task into simpler sub-problems that can be
solved using an off-the-shelf counterexample-guided inductive (CEGIS) approach. Critically, our
decomposition strategy does not sacrifice the completeness of our overall approach — that is, if
there exists an equivalent SQL expression, our technique is guaranteed to eventually find it.

In principle, our proposed synthesis algorithm can be applied to a broad class of query translation
problems; however, our implementation focuses on input programs written in the Spark framework
(one of the most common big data analystics frameworks) and using its functional RDD API (one
of Spark’s most popular APIs). Specifically, we have evaluated our tool, called RDD2SQL, on a
set of 100 benchmarks collected from Github and find that most of these functional queries (79%)
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1 // T: RDD[(String, String)] -- T: String | String
2 val T1 = T.groupBy(x => x._1.toLowerCase()) SELECT _1, count(), max(_2) FROM (
3 val 0 = T1.mapValues(x => ( SELECT lower(_1) AS _1,
4 x.size, length(_1) + length(_2) + 1 AS _2
5 x.map(y => y._1.length + y._2.length + 1).max() FROM T
6 )) ) GROUP BY _1
(a) Apache Spark Program (b) SQL Query

Fig. 1. Apache Spark Program and Equivalent SQL Query
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Fig. 2. Semantic difference between functional APls and SQL

can be translated to SQL and that RDD2SQL can automate this translation process for 96% of the
functional queries it is evaluated on. Our evaluation also shows that the performance benefits of this
translation are substantial: SQL queries are, on average, 2X faster than their RDD counterparts and
up to 7xX faster in some cases. Furthermore, we show that our technique significantly outperforms
prior work: In particular, CLIS (extended to the functional translation problem) can solve way fewer
benchmarks compared to RDD2SQL. Finally, our evaluation shows that the idea of column-based
decomposition is crucial for the practicality of our approach. Without this decomposition strategy,
nearly half of the benchmarks cannot be transpiled within a 60-minute time limit.
In summary, this paper makes the following contributions:

(1) We propose the first automated approach for translating functional big data queries to SQL.

(2) We describe a novel decomposition technique leveraging sketch-based program synthesis to
split the full query synthesis problem into a set of smaller single-column synthesis problems.

(3) We prove that our column-wise decomposition technique is both sound and complete.

(4) We evaluate our implementation, RDD2SQL, on a benchmark of real-world Spark RDD programs
and find that it can translate the vast majority of RDD programs to SQL and that this translation
leads to significant performance benefits.

2 OVERVIEW

In this section, we give a high-level overview of our method using the Apache Spark program
shown in Fig. 1a. Given a table with two String columns corresponding to last and first names
respectively, the program computes a table with three columns: the first contains the unique last
names (in lower-case), the second contains the number of occurrences of that last name, and the
third records the length of the longest complete name (first and last) among people of that last name.
As shown in Fig. 1a, this program computes the output table O by using higher-order functional
operators like groupBy and mapValues. The SQL query Q shown in Fig. 1b computes the same
output table but instead relies on relational operators like SELECT. In fact, not only are the operators
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different, but even the semantics of how they produce the desired output are different. For example,
Fig. 2 shows the intermediate tables produced when executing both the Spark and SQL programs
on a given input. As shown in this figure, although both expressions produce the same output,
their intermediate results are very different. These syntactic and semantic differences between the
source and target programs make the problem of translating the Spark program into an equivalent
SQL query quite challenging.

As mentioned in Section 1, our approach addresses this translation problem using a form of
counterexample-guided inductive synthesis (CEGIS). By way of background, the idea behind CEGIS
is to inductively generalize from a set of input-output examples to conjecture a program P (in our
case, a SQL expression) and check whether P satisfies the specification (in our case, whether P
is equivalent to its functional version). If the second verification step fails, the CEGIS approach
adds new examples and tries to perform inductive generalization from this larger set. This process
continues until the verifier proves (or at least fails to disprove) equivalence.

As is evident from the above discussion, CEGIS uses the source program merely as a black-box for
generating input-output examples, so it can be applied to a wide class of input programs [Ahmad
et al. 2019; Sivaraman et al. 2016; Zhang et al. 2021]. However, this generality comes at the cost of
scalability compared to best-effort rule-based translation approaches. In fact, from a practical stand-
point, a straightforward application of CEGIS does not yield satisfactory results when transplating
real-world functional queries to SQL.

Our approach alleviates the scalability bottleneck of CEGIS by leveraging the column-based
decomposition idea mentioned in Section 1. To recap, the basic idea is as follows: rather than
generating a SQL expression to construct the entire output table, we instead synthesize N different
SQL expressions, one for each of the N columns, and merge them into a single SQL query for
constructing the full output table. In particular, by carefully restricting the shape of these so-called
column queries Qy, ..., Qn to be instances of the same query sketch Qs, it is possible to syntactically
consolidate the N column queries into the desired SQL query in an efficient way.

Going back to our running example, consider the following query sketch Qs:

SELECT ?; FROM (
Os SELECT lower(_1) AS _1 2?5 FROM T

) GROUP BY _1
Here, the symbols ?; and ?; (in red) correspond to unknowns (“holes”) which can be filled with an
arbitrary expression. Observe that, by instantiating the holes of this sketch in different ways, we
can obtain different columns of the desired output table. In particular, consider the SQL expressions
Q1, Q2, QO3 shown in Fig. 3. If we execute each column query Q; on the input table from Fig. 2, we
obtain exactly the i’th column of the output table shown on the right side of Fig. 2. Furthermore,
by concatenating each of the three instantiations of the holes, we obtain precisely the desired SQL
query in Fig. 1b.

As illustrated by this example, our transpilation approach works as follows: First, it constructs a
query sketch Qs with certain key properties that we describe in Section 5.2. Then, given the source
program P, it (syntactically) extracts programs Py, . .., Py, where each program P; produces the i’th
column of the output. Next, it generates N different synthesis problems wherein the goal is to find a
SQL query Q; (referred to as a column query) that (1) is an instantiation of the query sketch Qg and
(2) is semantically equivalent to P;. Because each of the N synthesis problems is often much simpler
to solve than the original one, these sub-problems can be solved using a standard CEGIS approach.
Finally, given solutions Qy, ..., Qn to the synthesis sub-problems, our algorithm merges them in
an efficient, syntax-directed way to obtain the final synthesis result Q. Because of the properties of
our query sketches, the algorithm can guarantee that the produced SQL query Q is semantically
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SELECT _1 FROM (
Ql SELECT lower(_1) AS _1 FROM I
) GROUP BY _1

SELECT count() FROM (
Q> SELECT lower(_1) AS _1 FROM T
) GROUP BY _1

SELECT max(_2) FROM (
SELECT
Q3 lower(_1) AS _1,
length(_1) + length(_2) + 1 AS _2
FROM T
) GROUP BY _1

Fig. 3. Column queries for example

Syntactic Semantic
Specification Specification
S [

Program P

Inductive
Synthesizer

Target
Program

Verifier

Counterexamples E

Fig. 4. CEGIS Overview

equivalent to the input program P as long as each sub-query Q; is semantically equivalent to the
extracted program P; for producing the i’th column of the output.

3 BACKGROUND ON CEGIS

Since our solution is based on counterexample-guided inductive synthesis (CEGIS) [Solar-Lezama
et al. 2006], we now give a brief overview of this method for readers who are new to program
synthesis. As shown in Fig. 4, the CEGIS approach takes as input a semantic specification ¢ which
describes the desired behavior of the output program as well as a syntactic specification S that
constrains the high-level syntactic structure of the output program. Given these inputs, the goal of
CEGIS is to produce a program satisfying both the semantic and syntactic constraints.

Overview. At a high level, the CEGIS paradigm involves a series of interactions between an
inductive synthesizer and a verifier (see Fig. 4). The inductive synthesizer takes as input a set
of input-output examples & (initialized to @) and the syntactic specification S, and produces a
program P whose semantics is consistent with all examples in & and whose syntax conforms to S.
The proposed candidate program P is then passed to a verifier, which is responsible for checking
whether P actually satisfies the full semantic specification ¢. If it does, P is returned as the solution;
otherwise, the verifier generates a new input-output example that P does not satisfy but that any
correct program should satisty. This counterexample is added to the example set & and the inductive
synthesizer is invoked again. This back and forth process continues until a program is found which
matches the semantic specification.

Proc. ACM Program. Lang., Vol. 7, No. OOPSLA1, Article 95. Publication date: April 2023.



95:6 Guogiang Zhang, Benjamin Mariano, Xipeng Shen, and Isil Dillig

Functional Query P — Dy, ...D,,C

UDF Definition D — def f(ay,...,an) = (ScalaExpr)

Functional Call C — (APD(Cy,...ChFi, ... F) |
(input)

UDF F — (UDFName) | {lambdaExpr)

Fig. 5. Functional source language grammar

Syntactic specification. The syntactic specification in the CEGIS paradigm consists of (1) the
grammar of the target programming language (in our case, SQL), and (2) an (optional) program
sketch [Solar-Lezama 2008] that further constrains the general structure of the target program.
While the exact nature of the sketch depends on the application domain, a sketch contains holes that
stand for unknown expressions to be synthesized. Generally, a sketch is useful both for constraining
the search space and also for acting as a regularizer; so, the effectiveness of the inductive synthesizer
often depends on the quality of the provided sketch. As discussed in Section 5.2, some of the
contributions of this work include (a) the design of a suitable sketch language for our context, and
(b) a technique for effectively generating useful sketches to feed to the inductive synthesizer.

Semantic specification. The CEGIS approach supports a variety of different semantic specifications,
including logical specifications (e.g., expressed in first-order or temporal logic) as well as reference
implementations written in a different programming language than the target program. Since our
goal in this work is to transpile functional queries to SQL, our semantic specifications take the
form of a reference implementation (i.e., Spark RDD query [Zaharia et al. 2012]).

Inductive synthesizer. In general, there are a number of ways to implement an inductive synthe-
sizer, including search-based techniques and constraint solving [Gulwani et al. 2017]. However,
most inductive synthesizers perform some form of enumeration, where candidate programs con-
forming to the syntactic specification are iteratively sampled from the target language and checked
for compliance against the example set. Our proposed approach does not rely on a specific choice
of inductive synthesizer; however, the one used in our implementation is described in Section 6.

Verifier. As the synthesizer performs inductive generalization from a set of input-output examples,
the use of a verifier is crucial for ensuring the correctness of the synthesized program. In addition,
the verifier is also responsible for constructing useful counterexamples that the inductive synthesizer
can generalize from. Due to this counterexample requirement, verifiers that are based on over-
approximate static analysis techniques like abstract interpretation [Cousot and Cousot 1977] are
not suitable in this context. Hence, almost all instantiations of the CEGIS paradigm use techniques
like symbolic execution or (bounded) model checking in order to produce valid counterexamples.
As discussed in Section 6, we also adopt a similar approach.

4 PROBLEM STATEMENT

The problem that we address in this paper is an instance of transpilation, where we want to
automatically translate an expression written in one programming language to an expression in
another language. Specifically, Fig. 5 shows the syntax of our source (functional) language, and
Fig. 6 shows that of the target (declarative) language.

Source language. A functional query in the source language consists of a list of user-defined
function (UDF) definitions followed by a call to a functional API. A UDF defines a function f as an
arbitrary Scala expression over its arguments ay, . . ., a,. The functional API call can invoke any
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SQLQuery Q — II|o| » | U |G| (inputTable) | ?o
Project I — Project(Q,Ey,...E,) | ?n

Select o — Select(Q,E)|?

Join <o — Join(Q1,Q2) | 7w

Union U — Union(Q, Q) | ?u

Aggregate G — Aggregate(Q,{Ci,...Cp},E1, ... En) | ?g
Expression E — C| (func)(Ey,....E,) AS (alias) | 7
Column C — {(columnName) | {alias) | ?¢c

Fig. 6. Target relational language grammar (with extended sketch grammar in blue)

of the 20 different API calls we support, including operators like map, filter, flatMap, groupBy,
and aggregate (see Appendix A in the supplementary material for a complete list of supported
APIs). In general, these APIs can take as input nested API calls, UDFs, and lambda expressions.
Furthermore, the number and order of these arguments can vary by APIL. An input to a functional
query can be either a list of scalars (i.e., a single-column table) or a list of tuples, which we view as
a multi-column table. The output of the query can be either a list of scalars, a list of tuples, or a
non-list (scalar/tuple). If the output of a query is a scalar (e.g., the return value of count() API) or a
tuple, we treat it as a single-row table.

Target language. Our target language, shown in Fig. 6, is a SQL-like language that is trivial
to translate into standard SQL in a syntax-directed way. We use the target language shown in
Fig. 6 rather than standard SQL to simplify our presentation; however, the interested reader can
find the translation rules between our target language and standard SQL in Appendix B (under
supplementary material). In more detail, a relational query in the target language consists of a
collection of common relational operators over subqueries and/or the input table. Unlike standard
relational algebra that manipulates unordered sets or bags, our relational language processes and
outputs ordered lists to match the data types in the source language. In addition, the join operator
implicitly uses the first columns of both input tables to perform an inner join. Aggregate groups the
input table by a set of columns and then aggregates each group by a list of aggregate expressions.
The result of an Aggregate operation consists of the ‘group-by’ columns followed by the columns
of aggregate results. Note that expressions in this grammar can introduce new columns by naming
the result of a function call using the AS construct. Given an expression E, we use the notation
Def(E) to refer to the name of the column defined via this AS construct. Conversely, we write
Refs(E) to denote the column names referenced (rather than defined) in E.

Problem statement. Our goal in this work is to find a SQL query (defined by Fig. 6) that is
equivalent to the given functional Spark program (defined by Fig. 5). Thus, in order to formalize
our problem, we first need to state what it means for two such programs to be equivalent. For this
purpose, we assume two operational semantics [[-]sor and [ ] spark Which, given an input table T
and program P, produces an output table T”.

DEerINITION 1. (Program equivalence) Given a functional program P and SQL query Q, we say
that P is equivalent to Q, denoted P = Q, if, for all input tables T, [ P] soL(T) = [Qlspark (T).

In other words, we consider a target program to be equivalent to the provided source program if
it always produces the same output table given the same input table.

DerFINITION 2. (Functional-to-SQL translation) Given a functional program P, the functional-
to-SQL translation problem is to find a SQL query Q, such that P = Q.
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Algorithm 1 Transpilation from functional query to SQL

1: function SPARK2SQL(P)
2 Input: A functional program P
3: Output: SQL query Q equivalent to P or L

4: while true do

5: Qs < GETNEXTQUERYSKETCH( )
6: if Q; = L then return L

7: done « true

8: for eachi€ [1,..,n] do

9: P; « P.map(x = x._i)

10: Q; « CEGIS(P;, Qs)

11: if Q; = 1 then

12: done « false

13: break

14: if done then

15: return MERGE(Qs, Q1, - .-, On)

5 TRANSLATION ALGORITHM

In this section, we describe our synthesis algorithm for translating functional programs to SQL
queries. First, we introduce our main SQL query synthesis algorithm based on the idea of column-
wise decomposition (Section 5.1). Then, we introduce dependency free query sketches (Section 5.2)
and show how we can use them for efficient SQL query synthesis (Section 5.3). Finally, we prove
that our algorithm is sound and complete and discuss its time complexity (Section 5.4).

5.1 Column-Wise Compositional Synthesis

In this subsection, we describe our SQL query synthesis technique based on the idea of column-wise
composition. Our transpilation procedure is shown in Algorithm 1 and takes as input a functional
program P and outputs a SQL query that is semantically equivalent to P if one exists (and L if it
fails to find one).

As stated earlier, our column-wise compositional synthesis approach hinges on the following
key observation: a column query Q; that only outputs the i’th column of Q is usually simpler
than Q and hence easier to synthesize. However, to leverage this observation, we need a way of
efficiently constructing the full query from a given set of column queries. To address this problem,
our approach only considers column queries that are instantiations of the same query sketch,
defined as follows:

DEFINITION 3. (Query sketch) A query sketch is a SQL expression that can contain holes. More
formally, a query sketch is a string in the extended sketch grammar of Fig. 6 (in blue) which augments
the grammar of the target language by allowing unknowns (or holes) 7, where N is the nonterminal
which produces that unknown.

At a high level, the synthesis algorithm works by iterating over the space of all possible query
sketches, and, for each query sketch, the algorithm attempts to complete that sketch for each
column of the desired output. In particular, given a query that produces a table with N columns, the
basic idea is to synthesize a so-called column query Q; for each column. Each Q; is an instantiation
of the same query sketch Qs and is equivalent to P; = P.map(x = x._i). In other words, for every
input table T, the synthesized column query is guaranteed to produce the i’th column of P(T). The
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DFQS Qs — Project(Q,?)

Subsketch Q — II|o| x| U |G| (inputTable)
Project II — Project(Q,Ey,...E.?)

Select o — Select(Q,E)

Join M} —  Join(Qi, Q7)

Union U — Union(Q1,Qs)

Aggregate G — Aggregate(Q,{Ci,...Cn} E1, .. Ep,?)
Expression E — C|(func)(Ey,...,E,) AS (alias)
Column C — (columnName) | {alias)

Fig. 7. DFQS Grammar

synthesis of column queries is performed using the standard CEGIS technique (see Section 6 for
more details) and utilizing Qs as the sketch and P; as the specification. If synthesis of any column
query fails (lines 11-13), then the algorithm moves on to the next query sketch. On the other hand,
if it can successfully synthesize all N column queries based on Q, then it constructs the full SQL
query by calling MERGE at line 15.

The key challenge in this algorithm is to efficiently generate a query sketch Q; such that (1) each
desired column query Q; = P; is a completion of Qs and (2) all column queries can be efficiently
merged into the desired query. Achieving both of these goals is nontrivial. In particular, if we
leave query sketches unrestricted (i.e. GETNEXTQUERYSKETCH() can return any query sketch from
Figure 6), we can easily find a query sketch Q, such that each Q; is a completion of Qs (e.g., Qs =?p);
however, there is no guarantee that the produced column queries Q; from Qs can be efficiently
merged. On the other hand, if we restrict the space of query sketches too much, we might make
the merging task very easy, albeit at the cost of completeness.

5.2 Dependence-Free Query Sketches

To address the key challenge outlined in the previous subsection, we introduce so-called dependence-
free query sketches, a restricted set of query sketches that admit an efficient merging algorithm
while not sacrificing completeness:

DEeFINITION 4. (DFQS) A dependence-free query sketch (DFQS) is a query sketch Qs with the
following two restrictions:

(1) (Syntactic) Holes in Qg can only appear as arguments of projection and aggregation operators. In
particular, Qs must adhere to the grammar shown in Figure 7.

(2) (Semantic) For every hole-free subexpression E of Qs, E must evaluate to the same value when
executing any instantiation Q; of Qs on the same input.

As stated in the above definition, our synthesis algorithm imposes both syntactic and semantic
restrictions on the query sketches it considers. In particular, the syntactic restriction makes it
possible to efficiently merge different column queries in linear time, while the semantic restriction
ensures the correctness of this merge procedure. Furthermore, as we state formally in Section 5.4,
these syntactic and semantic restrictions on the query do not affect the completeness of our
synthesis algorithm. Intuitively, this is the case because any target query Q can be expressed as
an instantiation of the sketch Qg = ProjecT(Q, ?), which conforms to the syntactic and semantic
restrictions in the DFQS definition.
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Algorithm 2 Procedure for consolidating column queries

1: function MERGE(Qs, Q1, ..., On)

2: Input: DFQS Qg

3 Input: Completions Q; of Qs

4 Output: A SQL query

o —{(?[1) | 7 € Domain(Qs)}

for eachi€ [1,...,n] do
o; < ExtractMapping(Qs, Q;)
for each ?; € Domain(o) do

o[?%] « o[?] - ai[ 2]

10: return Q;[o]

R AN

Example 5.1. Consider the following query sketch where T is the input table and x is a column
of table T:

Project(Aggregate(Project(T, MOD(x, 2) AS ¢1),{c1}),?1)

This sketch is dependence-free because the values of concrete subexpressions are not affected by
how ?; is instantiated. Now, consider the following sketch obtained by replacing the expression
‘MOD(x,2) AS ¢1’ in the previous sketch with a hole:

Project(Aggregate(Project(T, ?2), {c1}), ?1)

This new sketch is not dependence-free because there exist instantiations o1 = {?, — [1 AS ¢1], ...}
and oy = {?2 — [2 AS ¢4], ...} that feed different values to ¢; in Aggregate.

We conclude this section by formally defining the instantiation of a DFQS:

DEerintTION 5. (DFQS instantiation) We say that a query Q is an instantiation of DFQS Qs if it
can be obtained from Qg through a substitution o = {?; > Ly,...2, > L,} where (1){?1,..., 7} is
exactly the set of holes in Qg and (2) each L; is a (possibly empty) list of concrete expressions E1, . . ., Ey,.
In this case, we write Q = Qg[0o].

We illustrate the above definition through an example:

Example 5.2. The queries Q1, Q;, and Qs in Fig. 3 are instantiations of Qs in Section 2 through
the following substitutions respectively:

o ={1 = [_1,22 = [I}
oy ={?; > [count()],?, — []}
o3 = {?; > [max(_2)],?, — [length(_1) + length(_2) + 1 AS _2]}

As the above example illustrates, a sketch instantiation can map a hole in the sketch to nothing
(i.e., an empty list). In the next example, we illustrate that a sketch could also be instantiated by
mapping a hole to a list with multiple elements:

Example 5.3. The query in Fig. 1b corresponds to Qs[o] where o is the following substitution:

o = {?— [_1,count(),max(_2)],
?5 > [length(_1) + length(_2) + 1 AS _2]}
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5.3 Efficient Column-Wise Compositional Synthesis with DFQS

As mentioned previously, the main benefit of DFQS for column-wise synthesis is that they permit
an efficient merging algorithm. In this section, we will first describe this merging algorithm, prove it
correct, and then describe an efficient algorithm for enumerating dependence-free query sketches.

5.3.1 Efficient Merging with DFQS. Algorithm 2 gives a linear-time algorithm for consolidating
the column query completions of a DFQS. Given a set of column queries Q,...,Q, that are
instantiations of the same DFQS Qs, MERGE produces a query Q with the following property: For
any table T such that Q;(T) = T; where T; is a single column, then Q(T) produces a table with
columns T, ..., T,. Thus, assuming that each column query Q; is equivalent to program P; from
line 9 of Algorithm 1, the result of calling MERGE produces a query Q that is equivalent to the input
query P in the source language.

Due to the dependence-freedom assumption and restrictions on where holes can appear in a
DFQS, our technique can efficiently merge the column queries into a full query in linear time. In
particular, the MERGE algorithm works as follows: for each column query Q;, we first extract a
substitution o; such that Q; = Qs[0;] (recall Definition 5). Then, we generate a new substitution o
such that, for any hole ?;, o[?;] is the concatanation of all 0;[?;]’s. Finally, we obtain the merged
query as Qs[o]. In other words, the merging of column queries simply boils down to concatenating
the instantations of the holes in each column query. Furthermore, as formalized by the following
theorem, this simple merge procedure is guaranteed to return a correct query:

THEOREM 5.4. (Merge correctness). Let Q be the result of calling MERGE on column queries
Q1, ..., Qp that are instantiations of sketch Qs. Then, for any input table T, II(Q(T), i) = Q;(T).

Proor. See Appendix C in the supplementary material. O

5.3.2 Efficient DFQS Enumeration. Our synthesis algorithm from the previous subsection assumes
that we can iterate over the space of all possible DFQSs. However, this is difficult in practice because
it is unclear how to effectively enumerate all possible dependence-free query sketches. Furthermore,
even if we had a reasonable enumeration strategy, many of the enumerated sketches would likely
be useless, so this strategy would be inefficient in practice.

To deal with this concern, we propose an optimized version of Algorithm 1 that does not require
explicitly enumerating all DFQSs. Instead, the idea is to perform synthesis for a single column first
(without using any sketch), then extract a sketch Qs from the synthesized column query, and finally
perform synthesis for the remaining columns based on Q;. This approach makes our algorithm
more practical because (1) we do not need to consider useless sketches that cannot be instantiated
for any column and (2) we can extract the sketch from the column query in such a way that the
resulting sketch is guaranteed to be dependence-free.

Algorithm 3 shows the optimized version of our synthesis algorithm based on the above idea. The
key difference from Algorithm 1 is that the call GetNextQuerySketch is replaced by an invocation
of CEGIS and ExtractDFQS in lines 6-7. Specifically, we first synthesize a column query Q; for
the first column (line 6) by calling CEGIS with an empty sketch (indicated by L), Then, the call at
line 7 to EXTRACTDFQS (presented in Fig. 8 and discussed later) extracts a query sketch from Q;.
This query sketch Qs is then used when synthesizing column queries for the remaining columns
in lines 10-15. As in Algorithm 1, the loop terminates when queries for all n columns have been
synthesized, and line 17 consolidates these n column queries into a single one using the same
MERGE procedure from Algorithm 2.

The idea behind the ExTRACTDFQS procedure, shown in Fig. 8, is quite simple: Given a query Q,
it generates the most general sketch Qg such that (1) Q is an instantiation of Qs, and (2) Qs satisfies
the dependence-freedom assumption. The basic idea is to keep exactly those concrete expressions
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Algorithm 3 Transpilation with DFQS extraction

1: function SPARK2SQL-OrT(P)
2 Input: A functional program P
3: Output: SQL Query Q equivalent to P or L

4 while true do

5: P; « P.map(x = x._1)
6 Q, « CEGIS(P;, 1)

7 Qs « EXTRACTDFQS(Q1)
8 if Qs = L then return L
9

done « true

10: for eachi€ [2,..,n] do

11: P; « P.map(x = x._i)

12: Q; « CEGIS(P;, Qs)

13: if Q; = L then

14: done « false

15: break

16: if done then

17: return MErRGE(Qs, Oy, - - -, On)

ExTRACTDFQS(Q) = Project(Q’,?) where @ + Q ~ Q’

&' ={E|E € & A Def(E) € C}
Refs(&')  Q ~ Q'

P
ROTECT C + Project(Q,&) ~ Project(Q’, Concat(&’,?))
C’ = C URefs({E})
S Cl |_ Q ~> Q/
LECT C + Select(Q,E) ~» Select(Q’,E)
C1 = C U {FirstColumn(Q1)} C; = C U {FirstColumn(Q2)}
Ci 01~ 0O CoFQy~ Q,
JOIN : . ’ ’
C + Join(Q4, Q2) ~ Join(Q1,Q3)
CrQ1~> Q] CrQy~ Q)
UNION - -
C + Union(Q4,Qz) ~ Union(Q], Q;)
& ={E|E € & A Def(E) € C}
C"” =C’ URefs(&’)
Cll '_ Q ~> Q/
AGGREGATE

C + Aggregate(Q,C’,E) ~ Aggregate(Q’,C’, Concat(&’,?))

Fig. 8. Rules for extracting DFQS from a query.

in the input query Q that are necessary for satisfying dependence-freedom and replacing the
remaining expressions with holes. Intuitively, this sketch generation procedure allows reusing the
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Table 1. Example of extracting DFQS from a query (Example 5.5)

C Query Rule Intermediate values Sketch
&={a}
%) Q = Project(Q1, ¢z2) PROJECT &=0 Qs = Project(Q1,?)
Refs(&') =
E=c1>0
%) Q1 = Select(Qz,¢1 > 0) SELECT Refs({E}) = {c1} Q] = Select(Qj,c1 > 0)
C' = {c1}

E= {E1 AS C1,E2 AS C’z}

{c1} Q2 =Project(T,Ey AS c1,E; AScz)  PROJECT & = {E1 ASc1)

Q;, = Project(T, E1 AS ¢1,?)

general structure of the synthesized column query while allowing maximal generalization for the
remaining column queries without violating dependence-freedom.

In more detail, the EXTRACTDFQS procedure is presented in Fig. 8 using judgments of the
following form:

CrO~ Qs
Here, C refers to the set of column names referenced in the parent query of Q. The meaning of this
judgment is that, under the assumption that Q’s parents reference columns C, the most general
sketch that generalizes Q without violating dependence-freedom is Qs. Intuitively, the column
names on the left-hand-side of the entailment are used for determining which expressions in Q can
be replaced while respecting the dependence-freedom requirement.

Since many of these rules in Fig. 8 are similar to each other, we only explain the PROJECT rule
to give the reader some intuition. Consider a sub-query of the form Project(Q, &) where the
parent query references columns C. The expressions &’ in the generated sketch only include those
expressions in & that define a column referenced by the parent query; the rest of the expressions
are replaced by a hole. Note that expressions in &’ cannot be further generalized (i.e., replaced by a
hole) without violating the dependency-freedom requirement, because, otherwise, the result of the
parent query would be dependent on how the hole is instantiated. In addition to replacing some of
the expressions in the query by holes, the ProjecT rule also (recursively) generalizes the sub-query
Q to a DFQS Q’. Since the columns referenced in Q’s parent query are the definitions in &, we use
Refs(&’) as the “context” when generalizing from sub-query Q to a query sketch Q’.

Example 5.5. Consider the following query Q:
Project(Select(Project(T, E; AS c1, E2 AS ¢3),¢1 > 0),¢2)

Table 1 presents a step-by-step evaluation of the EXTRACTDFQS procedure on Q. In the table, each
row applies a rule for the current relational operation and recursively uses the next row to extract
a sub-sketch from its subquery. The resulting sketch Qg is:

Project(Select(Project(T, E; AS ¢1,?),¢1 > 0),?)

We conclude this section with a theorem stating that any query sketch extracted via EXTRACTD-
FQS satisfies Definition 4:

THEOREM 5.6. (Correctness of ExtractDFQS) For any query Q, EXTRACTDFQS(Q) yields a
dependence-free query sketch.

Proor. See Appendix D in the supplementary material. O
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5.4 Properties of the Algorithm

Thus far, we have given an algorithm for RDD-to-SQL transpilation. In this section, we prove that
our algorithm is sound and complete and show that the proposed column-wise decomposition idea
leads to an exponential reduction of the search space.

5.4.1 Soundness. Assuming the soundness of the underlying CEGIS procedure, our proposed
column-wise decomposition technique preserves the soundness of the overall appraoch, as stated
by the following theorem:

THEOREM 5.7. (Soundness) Let Q be the output of Algorithm 3 on input query P. Then, if Q # L,
we have P = Q.

ProoF. See Appendix E in the supplementary material. O

5.4.2 Completeness. Our algorithm is also complete in the sense that the column-wise decomposi-
tion idea does not cause us to miss any transpilation opportunities. More formally, we can state the
completeness result as follows:

THEOREM 5.8. (Completeness.) Under the assumption that the underlying CEGIS procedure is
complete and that there exists a SQL query that is equivalent to the input program P, Algorithm 3 will
return a query Q such that (1) Q # 1, and (2)Q = P.

ProoF. See Appendix F in the supplementary material. O

While we leave the full proof to the appendix, we now provide a high-level sketch of the proof
here to provide the reader with some intuition. The proof relies on a key observation: for any input
program P and equivalent query Q, any column query Q; of Q can be expressed as II(Q, ¢;), i.e.,
the projection of the full desired query Q onto the i*” column. Thus, assuming CEGIS is complete,
CEGIS(P;, L) (line 6 of Algorithm 1) will eventually return Q; = II(Q, ¢;) and EXTRACTDFQS(Q1)
(line 7) will produce the DFQS Q; = II(Q’,?), where Q’ is obtained by replacing some of the
expressions of Q with holes according to the rules in Figure 8. Because Q is a completion of Q” and
each Q; is a completion of I1(Q, ?), CEGIS(P;, Qs) is guaranteed to (eventually) return Q; = IT(Q, ¢;).
Finally, an equivalent query can always be obtained from MERGE(Qs, Q1, ..., Qp) as shown in
Theorem 5.4. To further explain this idea, consider the following example:

Example 5.9. Let us assume a source functional program P that unions two tables T; and T, that
both have columns ¢; and c,. In this case, P is equivalent to the query Union(Ty, T;). As discussed
above, let us suppose CEGIS(Py, L) returns the first column query Q; = Project(Union(Ty, T3), ¢1).
Calling ExtractDFQS on column query Q; produces the sketch Qs = Project(Union(Ty, T3), ?)
and the call CEGIS(P,, Qs) produces Q; = Project(Union(Ty, T2), c2). Finally, MERGE(Qs, Q1, Q2)
produces Project(Union(Ty, T3), ¢1, ¢2) which is equivalent to P.

As shown in the example above, while our synthesis procedure is complete, it is not guaranteed
to return the simplest equivalent program, just some equivalent program. However, as we examine
in more detail in Section 7.7, modern SQL engines can effectively optimize away redundant code
produced by the synthesizer (like the example above).

5.4.3 Benefits of Columnwise Decomposition on Time Complexity. We now briefly discuss the time
complexity benefits of our proposed column-wise decomposition idea.

First, because our approach relies on an underlying CEGIS solver, the complexity benefits
of column-wise decomposition are dependent on the runtime complexity of CEGIS. In general,
inductive synthesis requires searching through a space that is exponential in the size of the target
program in the worst case; hence, in the following discussion, we model the complexity of CEGIS
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as O(r¥) where r is the number of productions in the grammar of the target language and k is the
(AST) size of the program to be synthesized. We will use the notation |P| to denote the AST size of
program P.

Now, let Q be the target query which produces a table with N columns. Thus, a baseline approach
that uses standard CEGIS without column-wise decomposition would have time complexity:

o(r'9h (1)

Now, to reason about the complexity of the method with column-wise decomposition, recall that
Algorithm 3 (1) first synthesizes a query Q; for the first column using CEGIS, (2) then extracts a
sketch Qs from Q; in linear time, (3) then performs synthesis of the remaining column queries
Qz, ..., Qn using CEGIS (going back to step (1) upon failure), and (4) finally merges these queries.
Thus, the overall complexity is the time to perform steps (2)-(4) multiplied by the time to perform
step (1). ! Furthermore, note that (2) and (4) are both linear time, so we can exclude those steps
from our analysis. For step (1), the time complexity is O(r!9t!). For step (3), let H be the number of
holes in Qs, Q;l be the completion of hole A in column query i, and L be the maximum AST size of
any Q;l We can now express the complexity of step (3) as O(r'Q1 x (N — 1) x r*L) Hence, the
total worst-case time complexity is:

O x (N = 1) x rfE) = O((N - 1) x rIQ+HxL) )

However, in practice, we find that backtracking from step (3) to step (1) never happens — i.e., the
query sketch extracted from the first Q; is always sufficient for overall synthesis to succeed, so
under this assumption, the complexity simplifies to:

O(r'Ql 4 (N — 1) x rHxLy (3)

Now, to understand the benefits of column-wise decomposition, let us compare Equations 1 and 3.
Clearly, the benefits of decomposition depend upon the relationship between |Q|, |Q1], and H x L.
In practice, we find that |Q;| < |Q| and H X L < |Q|; thus, under this assumption, the column-wise
decomposition technique exponentially reduces the running time of the algorithm. In Section 7.4,
we empirically compare the values of |Q|, |Q1|, H X L observed in our benchmarks to further justify
the benefits of our proposed column-wise decomposition technique. We also evaluate the number
of backtracking steps to justify the assumption that allows us to simplify Equation 2 to Equation 3.

6 IMPLEMENTATION AND OPTIMIZATIONS

We implemented our proposed algorithm in a new tool called RDD2SQL that targets Scala programs
written using the Spark RDD API [Zaharia et al. 2010], which is the functional query API for Apache
Spark. We believe that Spark RDD is a good application for our approach because it is the de facto
functional query engine. Our tool is implemented in Python and uses the Trinity [Martins et al.
2019] program synthesis tool as the inductive synthesis backend. This section describes salient
implementation details of RDD2SQL as well as some important optimizations that allow it to scale
to real-world translation tasks.

6.1 Source Program Analysis

Our implementation leverages the source code of the input RDD query to further speed up synthesis.
This optimization is based on the following key observation: although the high-level structures of
the source and target queries are quite different, they nonetheless often share related subexpressions.
For instance, consider the expression length(_1)+length(_2)+1 from the target SQL query in

1As standard, this analysis assumes that synthesis of Q; is incremental, meaning that we do not start synthesis from scratch
every time, but rather continue from where the inductive synthesizer left off.
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Fig. 1. Even though this expression is not exactly identical to any expression in the source program,
it is quite closely related to the source expression y._1.length+y._2.length+1 in Fig. 1.

To exploit this observation, we leverage CLIS [Zhang et al. 2021], a tool from prior work that
can synthesize an equivalent SQL expression for a given user-defined function. Note that, unlike
this work, CLIS can only translate UDFs to SQL expressions with no relational operators (like
Project and Join). However, we can nonetheless use CLIS to learn equivalent SQL expressions
(with no relational operators) for subexpressions of UDFs appearing in the source program and
then add these translated subexpressions to the grammar of the target language, as done in prior
work [Pailoor et al. 2021]. In particular, our algorithm uses static analysis to extract relevant UDFs
(i.e., UDFs translatable by CLIS) from the source program and then invokes CLIS on each of these
to learn a SQL expression equivalent to the UDF. Then, for each SQL expression discovered in this
manner, it adds new rules to the grammar of the target language. For example, invoking CLIS on
y._1.length+y._2.length+1 results in the SQL expression length(_1)+length(_2)+1, so we
add productions like E — length(_1) + length(_2) + 1 and E — length(_1) to the grammar of
the target language. This grammar augmentation strategy allows us to re-use partial synthesis
results obtained by invoking CLIS on UDFs used in the source query.

Furthermore, we can tailor this process for the synthesis of each column-query individually.
To do this, we build off the observation that some expressions are only used in the calculation of
particular output columns. For example, notice that the expression y._1.length+y._2.length+1
is only used in the calculation of the values for the third column. We mechanize this idea by
performing data-flow analysis to determine which expressions in the source program contribute to
which output columns and construct a separate grammar for each column-query.

6.2 API-Level Decomposition

In addition to our novel column-wise decomposition idea, RDD2SQL also employs other types of
decomposition strategies proposed in prior work [Zhang et al. 2021]. Specifically, RDD2SQL initially
decomposes the source program into a data flow graph (DFG) where each node contains only one
functional API call and tries to perform translation for each node independently. If RDD2SQL fails
to find an equivalent SQL query for a specific node, it merges the node with an adjacent node and
retries synthesis. This try-and-merge process continues until all nodes in the data flow graph are
successfully translated. Finally, RDD2SQL composes the results together to obtain the target SQL
query using the same technique described in [Zhang et al. 2021]. This DFG-based decomposition
can be viewed as an optimization of the underlying CEGIS solver for the case where the semantic
specification takes the form of a reference implementation.

6.3 Inductive Synthesizer

Recall that the underlying CEGIS solver consists of an inductive synthesizer and a verifier. Our
underlying CEGIS solver leverages Trinity [Martins et al. 2019], an extensible framework for
synthesizing programs that are consistent with a given set of input-output examples. Trinity is
parametrized over the (1) the grammar of the target language, as well as (2) the (optional) abstract
semantics [Cousot and Cousot 1977] of the target language. In particular, the abstract semantics are
provided as (overapproximate) logical specifications of constructs in the language and are used
for pruning the search space. To instantiate Trinity in our setting, we use the SQL grammar from
Fig. 6 and write logical specifications for reasoning about the number of rows/columns in the table
as well as the types of those columns. As mentioned in prior literature [Feng et al. 2017; Wang et al.
2017], reasoning about table dimensions provides good pruning power without adding too much
overhead to the inductive synthesizer.
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6.4 Equivalence Checking

Since our specification is in the form a reference implementation, the verifier underlying the
CEGIS solver is a program equivalence checker based on symbolic model checking. Specifically,
our equivalence checker works as follows: First, we create a harness program that invokes both
the input functional query and the target SQL query on a symbolic input table and then asserts
that the query outputs are the same for any arbitrary input. We then feed this harness program to
CBMC [Clarke et al. 2004], a state-of-the-art symbolic model checker targeting the C language. In
order to leverage CBMC for this purpose, we compile both the functional and SQL queries to the C
programming language by modeling a table as an array of structs and implementing C functions to
model SQL operators as well as those provided by the Spark RDD APL

6.5 Optimizing the CEGIS Loop

In the standard CEGIS paradigm, recall that the inductive synthesizer starts with an empty example
set, which is augmented with additional examples provided by the verifier in each iteration. However,
since each CEGIS iteration can be expensive, our implementation performs an optimization to
reduce the number of interactions between the verifier and the inductive synthesizer. Specifically,
rather than starting with an empty set of examples, we instead seed the CEGIS loop with carefully
chosen test cases that help reduce the number of iterations. In our implementation, we first tried
seeding the CEGIS loop with a set of random inputs; however, we found that this strategy provides
insufficient path coverage. Inspired by techniques in coverage-guided fuzzing [Beyer et al. 2013;
Holzer et al. 2010], our implementation instead inserts assert(false) statements in the original
query and then uses CBMC to generate inputs that reach these failing assertions. We found that
this model-checker-guided test generation strategy allows us to seed the CEGIS loop with a good
set of initial examples from which effective inductive generalization can be performed.

7 EVALUATION

In this section, we present the results of our evaluation that is designed to answer the following
research questions:

¢ RQ1. How often can functional big data queries be rewritten to semantically equivalent SQL?

e RQ2. How effective is our method at translating functional big data queries to SQL?

o RQ3. How important is the proposed column-wise decomposition idea?

e RQ4. What is the impact of the optimizations from Section 6 on synthesis time?

e RQ5. How does our technique compare to CLIS [Zhang et al. 2021]?

e RQ6. What are the limitations of our technique?

e RQ7. How much performance benefit is achieved by by translating functional big data queries
to SQL using our method?

All experiments were run on a Linux machine with Intel Xeon Silver 4114 CPU @ 2.20GHz.

7.1 Benchmarks

To answer these research questions, we collected a set of 100 functional queries written in the
Spark RDD API. To collect these benchmarks, we downloaded all Github repositories that have at
least one star and that contain calls to the Spark RDD API. We then extracted all non-trivial Spark
RDD programs (e.g., containing at least three RDD API calls) and randomly sampled 100 to use for
our evaluation. Table 2 gives statistics about these functional queries in terms of the number of
functional API calls, LOC, and AST size.
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Table 2. Statistics about the benchmark set

Total # of functional queries 100

# API calls per query 3-14, avg 5
LOC per query 4-28, avg 9
AST size per query 39-342, avg 104

Table 4. Main synthesis results

Total supported benchmarks 57

Synthesized in one hour 55 (96%)
Median synthesis time 97 seconds
Average synthesis time 263 seconds

7.2 Manual Study

To assess how many big-data queries can be rewritten to SQL, we performed a manual study,
summarized in Table 3, of the 100 benchmarks. We found that 79 of the 100 benchmarks do have
equivalent SQL queries. For most of the benchmarks that do not have equivalent SQL queries
(14 of 21), the reason is that they contain API calls and/or UDFs that access dynamic values (e.g.,
information from configuration files) which are not expressible in SQL. The other 7 programs
cannot be translated because they define a custom column type or contain a UDF that modifies the
global state.
Additionally, there are 22 benchmarks involving lan-

guage features not yet supported by RDD2SQL but with Table 3. Manual study results

no fundamental limitation in their ability to be translated.
These features include SQL window functions (e.g., run-

. N Total benchmarks 100
ning total), non-scalar column types (e.g., list), ORDER Supported 57
BY’ operator, random sampling functions, and Scala fea-
tures not handled by our verifier. We leave extension of ~ Total non-translatable 21
RDD2SQL to these features as future development. Dynamic 14

User-defined types
Result for RQ1: Most RDD queries in our bench- Side-effect 1
mark set (79%) are expressible in SQL, and a major- Total not supported 22
ity of those (72%) are supported for translation by Window functions 7
RDD2SQL. Non-scalar column types 5
‘ORDER BY’ operator 3
7.3 Effectiveness of Synthesis High order functions 2
To assess the effectiveness of our method at translating Random sampling 2
functional queries to SQL, we evaluated RDD2SQL on Not modeled Scala features 3

the 57 benchmarks which are both translatable to SQL
and that are also supported by our tool. Fig. 9 gives an
overview of the results when running RDD2SQL on these benchmarks with a time limit of 1 hour.
The x-axis corresponds to the time (per benchmark) and the y-axis corresponds to the percentage
of benchmarks solved in that time-limit. As we can see, almost all benchmarks (55 out of 57) are
successfully translated within the hour time limit. Furthermore, most of them (88%) can be translated
within 7 minutes. Table 4 gives more detailed statistics about the performance of RDD2SQL. As
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Fig. 9. Cumulative distribution of synthesis time

shown in this table, the median synthesis time of RDD2SQL is just over one and half minutes, and
the average synthesis time is less than 5 minutes. Since RDD2SQL is meant to be used in an off-line
manner, we believe that the time to transpile functional queries to SQL at compile time is worth
the run-time benefits (as we show in Section 7.8).

Result for RQ2: RDD2SQL can successfully translate 96% of the supported RDD queries
within an hour, and the vast majority (88%) in under 7 minutes.

7.4 Evaluating Column-Wise Decomposition

Since the key technical novelty of this work is the
idea of column-wise decomposition, we perform an

[V]
ablation study to evaluate the impact of this idea. E ]
Specifically, we compare RDD2SQL against an ablated ~E
version, called RDD2SQL_NoDEecomp that does not qg’
perform column-wise decomposition. In other words, &
RDD2SQL_NoDEecomp corresponds to our implementa- g
tion of CEGIS with all optimizations described in Sec- 8
tion 6 enabled. §|
Fig. 10 shows the results of this experiment as a scatter §
plot. Each circle in the figure represents a benchmark. The &
x-axis corresponds to the synthesis time of RDD2SQLand 2 1/4 —

the y-axis corresponds to that of RDD2SQL_NoDEcomp. 4 U?{DézséL ti4me ?miiﬁt:;z o
The label “T/O’ indicates the time limit of 1 hour. As
we can see from this scatter plot, RDD2SQL_NoDEtcomp
translates fewer benchmarks than RDD2SQL within the
time limit. Specifically, RDD2SQL_NoDEecowmp translates
only 33/57 (58%) benchmarks while RDD2SQL translates
55/57 (96%) within an hour. If we consider a shorter time limit of 5 minutes, RDD2SQL_NoDecomp
translates 27/57(47%) while RDD2SQL translates 44/57(77%). For some simple benchmarks, espe-
cially those that require less than one minute for both versions to solve, RDD2SQL_NoDE&comp is
slightly faster, because RDD2SQL needs to check the correctness of all N column queries while
RDD2SQL_NoDEecomp only needs to check one time for the complete query. This overhead is

cancelled out by the benefits of column-wise decomposition for more complicated queries.

Fig. 10. Comparing synthesis time of
RDD2SQL and RDD2SQL_NoDEecomp
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Fig. 11. Evaluating asymptotic complexity with and without column-wise decomposition. The x-axis shows
query size s and the y-axis shows the average ratio R = |Q|/max(|Q1], H X L) for queries of at least size s.

Understanding asymptotic complexity. To gain further intuition about the scalability differences
between RDD2SQL and RDD2SQL_NoDEecomp, we also empirically analyze the parameters that
affect the time complexity of RDD2SQL and its ablated version without decomposition. Recall from
Section 5.4 that the complexity of CEGIS depends on the size |Q| of the target query. In contrast, the
complexity of our approach depends on (1) the number of backtracking steps (N) in Algorithm 3,
(2) the size of the first column query (|Q|), and (3) H X L, the number H of holes multiplied by the
maximum AST size over all hole instantiations. In the remainder of this section, we look at the
values of these parameters in our benchmark set in more detail.

First, we find that N is always 1 for all of our benchmarks, so there is effectively no backtracking
in the synthesis algorithm in practice. In particular, it turns out that the query sketch extracted
from the first column query is sufficient to synthesize all remaining column queries. This result
indicates that our technique for extracting a query sketch from the first column query is extremely
effective and justifies the assumption behind Equation 3 from Section 5.4.

Next, Fig. 11 shows the ratio R = |Q|/max(|Q1], H X L) as we vary query size. In particular, the
x-axis shows the size s of the query, and the y-axis shows the average R value for all queries with
at least size s. To interpret this plot, recall that a ratio R that is greater than 1 corresponds to an
exponential improvement in terms of time complexity. As we can see from Fig. 11, the average of R
for all queries is 1.5. More importantly, R increases as the target query size grows, exceeding 3 for
queries of size 15. Hence, Fig. 11 provides further evidence about the effectiveness of column-wise
decomposition in improving the scalability of our proposed approach to larger target queries.

Result for RQ3: Our column-wise decomposition idea has a big impact on the effective-
ness of RDD-to-SQL translation in practice. Without this compositional approach, 42% of
the benchmarks cannot be solved within the time limit.

7.5 Evaluating Optimizations

In this section, we describe the results of another ablation study to evaluate the impact of the

optimizations described in Section 6. In particular, we consider the following ablations:

e RDD2SQL_NoSC: This is the variant of RDD2SQL that does not utilize the source program to
augment the grammar with new productions. In other words, this variant does not perform the
optimization described in Section 6.1.

e RDD2SQL_NoDra: This is the variant of RDD2SQL that does not perform the optimization
described in Section 6.2 (i.e., DFG-based decomposition adapted from prior work [Zhang et al.
2021]).
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Fig. 12. Comparing complete and ablated versions

The results of this ablation study are presented in Fig. 12 as a bar graph. The x-axis shows
the time limit, and the y-axis shows the percentage of benchmarks solved within that time limit
for RDD2SQL and the two ablations. As we can see from this figure, both ablations solve fewer
benchmarks compared to RDD2SQL, but the impact of the DFG-based optimization from Section 6.2
is even more pronounced. Furthermore, the benefit of the grammar augmentation optimization
from Section 6.1 is more substantial for more complicated target queries.

Result for RQ4: Both grammar augmentation and DFG-based decomposition are impor-
tant for the effectiveness of RDD-to-SQL translation. Without both of these optimizations
enabled, nearly half of the benchmarks cannot be solved within the 1 hour time limit.

7.6 Comparison against CLIS

While there is no prior work that addresses the same problem that we tackle in this paper, the
closest baseline is CLIS [Zhang et al. 2021]. However, as mentioned earlier, CLIS can only handle
UDFs embedded inside SQL queries and cannot translate functional queries containing higher-order
combinators. Thus, in order to use CLIS as a baseline for comparison against RDD2SQL, we need
to extend it to handle higher-order combinators, as all of our benchmarks contain them. To that
end, we implemented the following two extensions of CLIS:

o CLIS-Exrt1: This extension performs enumerative search over higher-order combinators and
invokes CLIS for all remaining parts of the query.

e CLIS-ExT2: As mentioned in Section 6.2, the lazy inductive synthesis idea of CLIS can be extended
further to perform API-level decomposition. We thus applied a good-faith extension of the
CLIS approach to high-order combinators. This extension of CLIS essentially is the same as
RDD2SQL_NoDEgcomp from Section 7.4

The results of this comparison are shown in Fig. 13. In the figure, the x-axis shows the number
of benchmarks, and the y-axis indicates cumulative synthesis time. As we can see, both CLIS-ExT1
and CLIS-ExT2 solve significantly fewer benchmarks than RDD2SQL within the one-hour time
limit. In particular, while RDD2SQL solves 55 benchmarks, CLIS-ExT1 solves only 14 benchmarks
and CLIS-ExT2 solves only 33 benchmarks. Note that CLIS-ExT2 is slightly faster than RDD2SQL
for simple problems, because RDD2SQL needs to check the correctness of all N column queries
while CLIS-ExT2 only needs to check one time for the complete query.

Result for RQ5: Of the benchmarks solved by RDD2SQL, CLIS-ExT1 solves only about
one quarter, and CLIS-ExT2 solves only 60%.
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Fig. 13. Comparing RDD2SQL and CLIS

7.7 Failure Analysis and Limitations

In this section, we report some qualitative findings about both successful and failed synthesis tasks.
To gain intuition about the shortcomings of RDD2SQL, we first perform a manual inspection of the
benchmarks on which RDD2SQL fails and report our findings. We also manually inspect the SQL
queries successfully synthesized by RDD2SQL and present some observations about their quality.

RDD2SQL fails to translate only two out of the 57 benchmarks within the one hour timeout. For
one of these benchmarks, the root cause of failure is a very large UDF in the source program. In
particular, during the program analysis phase (see Section 6.1), we invoke CLIS on each subex-
pression of this large UDF, which is both very expensive and also results in a very large grammar
for RDD2SQL. From this single large UDF, our algorithm extracts 417 subexpressions and then
augments them into the grammar. Note that disabling grammar augmentation also does not help
with this benchmark: synthesis still fails because the UDF corresponds to a very large expression
in the target query. For the second failed benchmark, the target SQL query is very large compared
to the other queries, so RDD2SQL is unable to synthesize it within the one hour time limit.

Of the 55 correctly synthesized benchmarks, 33 of them contain RDD APIs that have no direct cor-
respondence with SQL operators, such as mapPartitions(), combineByKey(), and foldByKey (),
meaning RDD2SQL effectively addresses the semantic discrepancy between RDD and SQL demon-
strated in Figure 2. Furthermore, we find that RDD2SQL is able to synthesize a number of compli-
cated SQL queries from large functional queries: the largest synthesized query contains 12 nested
subqueries and 115 nodes in its AST. On average, synthesized queres have 5 nested subqueries and
44 AST nodes.

To gain some intuition about the synthesis results, we also manually inspected the SQL queries
returned by RDD2SQL. Note that, while our column-wise decomposition idea does not sacrifice
completeness, it is not guaranteed to generate the simplest query. Our manual inspection indeed
revealed some examples where the generated SQL query is slightly more complex than what a
human would have written. In particular, we found two common types of redundancies: The
first redundancy is the introduction of an unnecessary top-level Project operator; we provide an
example of such a redundancy in Example 5.9. The second type of redundancy is caused by common
sub-expressions that are not hoisted by RDD2SQL. To illustrate this redundancy, consider a query
sketch Qs = Project(t, ?) with the following two instantiations for the column queries:

Q1 = Project(t, split(cy, “,”)[0]); Qa = Project(t, split(cy,“,”)[1])
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After merging these, we obtain the following synthesis result:

Q = Project(t, split(cy, “,”)[0], split(cy, “, ") [1])
This query contains two occurrences of split(cy, ,”), and can be simplified to:

Project(Project(t, split(cy, ,”) AS x), x[0], x[1])
While RDD2SQL does not perform this type of simplification, we found that existing SQL engines
can effectively optimize away both types of redundancies.

Result for RQ6: The two benchmarks that RDD2SQL failed to synthesize are very large,
consisting of more than 72 AST nodes. Some of the queries successfully synthesized by
RDD2SQL do contain redundancies, but these can be optimized away by existing SQL
query engines.

7.8 Performance Benefits of SQL Translation

20

Y 18+ ﬂ [ZZ]1 8 machines

% 16 - 7 N7 EEE 16 machines

{:EJ14' ’E" KXY 24 machines

5121 ONUN p

2 10 f§f~ f

550 MNAN AR

. ANUN & (N

L 61 ﬂ.,i '.

£ 41 ’UE’\’H

> >4 AR ¢ \

= (2)_ ’!!ggtggﬁi NA N i . ...H. .ﬂ.”
0.51.01520253.0354.0455.0556.06.57.07.58.0

Speedup

Fig. 14. Distribution of speedups. The baselines are the original functional queries processed on 8, 16, or 24
machines respectively.

A key motivation for translating functional queries to SQL is the potential to improve performance.
Thus, we also conduct an experiment to evaluate the performance benefit offered by translating
functional queries to SQL. To this end, we compare the runtimes of the original Spark RDD queries
and their translated SQL version for the 55 benchmarks that RDD2SQL was able to transpile.

To perform this evaluation, we run each source and target query on Spark 3.2.0 clusters of 8, 16,
and 24 machines with AMD Opteron Processor 6128 CPUs. We use randomly sampled in-memory
data as query inputs and run each query 10 times for each input. The same input data set is used
for both source and target queries. Fig. 14 shows the average speedup achieved by the SQL query
as compared to the original functional version. In particular, the x-axis shows the magnitude of
speedup (calculated as average runtime of source query divided by average runtime of SQL) and
the y-axis shows the number of benchmarks which achieve that speedup. Across all benchmarks
and all cluster sizes, all but 3 SQL translations are as fast or faster than their spark equivalents. As
we can see, most programs achieve a 1.5 to 3X speedup.

Table 5 gives some additional statistics about the comparison. Across all cluster sizes, the SQL
query is over 7X faster than its Spark equivalent in the best case. On average, a SQL query was
approximately 2X faster, with the average speedup increasing as more machines are added to the
cluster. For three benchmarks, the SQL query is slower than its original functional version (1.6X
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Table 5. Summary of speedups

# faster Max # slower Min Average

8 machines 52 7.57 3 0.74 1.92
16 machines 52 7.04 3 0.64 2.07
24 machines 52 7.43 3 0.63 2.23

slower in the worst case). On manual inspection, we found these three benchmarks contain string
manipulation functions that are inefficiently executed by the Spark SQL engine.

Result for RQ7: Translating Spark RDD programs to SQL using RDD2SQL conferred an
average speedup of 2X and a maximum speedup of over 7X across a variety of cluster
sizes and randomly sampled inputs.

8 RELATED WORK

Translating other languages to SQL. To the best of our knowledge, our work is the first to focus
on translating functional big data queries to SQL. There are some prior papers that translate from
various languages into SQL. The most closely related is CLIS [Zhang et al. 2021], which converts
UDFs used in SQL queries to pure SQL expressions. The DFG-based decomposition in Section 6.1
was inspired by CLIS; however, in contrast to this work, CLIS can only translate UDFs to SQL
expressions without any relational operators. Allowing relational operators significantly increases
the complexity of the problem space, which motivates the invention of column-wise decomposition
in this work.

Another related work in this space is QBS [Cheung et al. 2013], which introduces a technique for
automatically identifying translatable fragments of Java ORM programs and synthesizing their SQL
equivalents. It depends on an intermediate representation of the source program tailored for ORM
applications, not applicable to our domain. Similarly, DBridge [Emani et al. 2017] also synthesizes
SQL from Java ORM programs, and SQLgen [Noor and Fegaras 2020] translates array loops to SQL.
Both approaches rely on a hand-crafted set of translation rules which handle only a predefined set
of commonly occurring coding patterns.

Compositional Program Synthesis. We are not the first to propose compositional program
synthesis. Given a partial program with unknowns, a number of works [Feser et al. 2015; Osera
and Zdancewic 2015; Polikarpova et al. 2016; Smith and Albarghouthi 2016] propose deductive
techniques for decomposing a top-level synthesis specification into individual specifications for
each unknown in the partial program which can then be synthesized independently. For example,
SyNnouID [Polikarpova et al. 2016] and BigA [Smith and Albarghouthi 2016] infer type specifications
for unknowns given a top-level type specification, while A? [Feser et al. 2015] and MyTH [Osera
and Zdancewic 2015] infer input-output specifications for unknowns given a top-level inductive
specification. In these approaches, results are merged together by enumerating completions of the
partial program using the synthesized subprograms. In contrast, our approach uses dependence-free
query sketches to ensure that synthesized subqueries can be efficiently merged using a simple,
linear-time algorithm. Another line of work [Alur et al. 2015, 2017; Guria et al. 2021] decomposes
the inductive synthesis task per example in the specification and merges the results by synthesizing
suitable distinguishing predicates. In contrast to these techniques, our approach does not decompose
by example but by column of the output and uses query sketches to guarantee efficient merging.
Sovris [Mariano et al. 2020] uses a decompositional technique for synthesizing loop summaries
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in smart contracts which synthesizes summaries for each variable in the loop independently and
merges the results syntactically; however, their approach is particular to imperative loop summaries
and is not complete.

Synthesis of SQL queries. This paper is related to a line of inductive synthesis work on learning
SQL queries from input-output examples. For instance, Scythe [Wang et al. 2017], Query-By-
Output [Tran et al. 2009], Trinity [Martins et al. 2019], SQLSynthesizer [Zhang and Sun 2013],
SqlSol [Cheng 2019], SQUARES [Orvalho et al. 2020], EGS [Thakkar et al. 2021], and PATSQL [Take-
nouchi et al. 2021] all employ some form of inductive synthesis to learn SQL queries. While any of
these tools could, in principle, be used as an inductive synthesis backend in our CEGIS implemen-
tation, we choose Trinity [Martins et al. 2019] due to its extensible nature. These prior efforts differ
from our approach in that they neither perform synthesis from a reference implementation nor
employ the idea of column-wise decomposition.

In a broader scope, program synthesis has been widely employed in many DB-related domains.
For instance, SQLizer [Yaghmazadeh et al. 2017] synthesizes SQL from natural language; Foofah [Jin
et al. 2017], Mitra [Yaghmazadeh et al. 2018], Hades [Yaghmazadeh et al. 2016], Dynamite [Wang
et al. 2020], and Morpheus [Feng et al. 2017] all synthesize programs from examples in order
to automate transformations between different structures and/or schemas. FlashFill [Singh and
Gulwani 2012] and BlinkFill [Singh 2016] automatically fill spreadsheet columns by synthesizing
string manipulation programs from examples. HYB [Raza and Gulwani 2020] utilizes program-by-
example to synthesize programs for Web data extraction. Finally, [Singh et al. 2017] employs CEGIS
to learn entity matching rules for detecting records that refer to the same object.

Optimizing Spark programs. The Spark [Zaharia et al. 2010] framework executes programs
written in its functional RDD API [Zaharia et al. 2012] using a traditional volcano [Graefe and
McKenna 1993] query execution model. Due to the extensive use of UDFs, further optimization of
Spark RDD programs is hard. To the best of our knowledge, there is no other work on optimizing
Spark RDD programs, although a number of efforts try to optimize UDF-rich queries in other
big data frameworks. Notably, PeriSCOPE [Guo et al. 2012] and Niijima [Xu et al. 2019] optimize
SCOPE [Chaiken et al. 2008] queries by eliminating, moving, and merging code in UDFs. PeriSCOPE
reports an average speedup of 1.7 on 8 studied cases, and Niijima accelerates 21 queries by 1.24X;
however, it is unclear whether these optimizations are effective for Spark. In contrast, our method
achieves an average 2X speedup through column-wise decomposition. Stratosphere [Alexandrov
et al. 2014] and Tupleware [Crotty et al. 2015] perform static analysis on UDFs (e.g., cost estimation)
to enable query optimization such as operator reordering. Their techniques rely on new program-
ming models and are not applicable to Spark. Another work [Sousa et al. 2014] avoids redundant
computations in UDFs across multiple queries; in contrast, our work focuses on optimizing a single
query.

Other efforts focus on accelerating Spark programs by improving runtime components, including
distributed job scheduling [Sidhanta et al. 2016; Wang et al. 2019], communication [Nguyen et al.
2018], native code generation [Essertel et al. 2018; Navasca et al. 2019], and memory manage-
ment [Maas et al. 2015; Nguyen et al. 2015; Shi et al. 2019]. These techniques have the potential to
improve the performance of both Spark RDD programs (source program of RDD2SQL) and Spark
SQL (target program of RDD2SQL). These approaches are orthogonal to ours and can be profitably
combined with RDD2SQL to further improve performance.
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9 CONCLUSION AND FUTURE WORK

Motivated by the performance advantages of SQL over functional big data queries, this work
proposes the first method for transpiling functional queries to SQL. Based on the insight that SQL
queries are column-wise decomposable, our method first finds a SQL query for each output column
through program synthesis and then merges all column queries to a complete query. Our method
utilizes the novel idea of dependence-free query sketches (DFQS) and automatically generates useful
query sketches with this dependence-freedom property.

We implemented our method as a tool called RDD2SQL and tested it on real Spark RDD programs
collected from Github. Our results show that RDD2SQL can translate 88% functional programs to
SQL in under 7 minutes and 96% of them within one hour. The SQL queries that RDD2SQL produces
are 2X faster than original functional queries on average, with a maximum speedup of 7x.

While our implementation targets the specific setting of translating functional Spark queries
to SQL, the key contribution of this paper, namely the technique of column-wise decomposition, is
applicable in any setting where the goal is to synthesize SQL queries (or, more broadly, programs
that operate over tables). Hence, an interesting direction for future work is to apply this idea to a
broader class of source and target languages.

Another interesting direction for future work is to perform cost-guided synthesis to guarantee
that the synthesized queries are optimal or near-optimal. In this work, we do not consider the
performance of the SQL queries, as we found that existing SQL query optimizers can effectively
handle the types of queries that we generate.
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